COMPARISON OF THREE DIFFERENT IMAGE FORCES FOR ACTIVE CONTOURS ON ABDOMINAL IMAGE BOUNDARY DETECTION
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ABSTRACT: Active contour, or snake, is an energy minimizing spline that is useful in image boundary detection. Active contours are stimulated by internal forces, image forces and external forces which maintain the shape of the contours while attract the contours to some desired features, usually edges. Problems in implementing active contours such as convergence and initialization have motivated researchers to modify image forces of the active contours. This paper presents a comparative study among three different image forces: traditional snakes, balloon and gradient vector flow (GVF). The study is validated by experiments on abdominal image boundaries detection. These lead to the conclusion that GVF gives the most appropriate results among the other approaches.
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INTRODUCTION
An active contour, developed by Kass et al [1], is a tool for detecting a particular feature (especially edges) in an image. Active contours use energy minimization to impose a contour toward an edge. While the contours minimizing their energy, they slither toward the boundary that make them called snakes.

The use of active contours has become popular in computer vision such as in image morphing [2], shape modeling [3], image segmentation [4] and image registration [5], and has been studied and modified by many researchers [6-8]. In this paper, a comparative study is presented to investigate the behavior of active contours under different image forces approaches: traditional snakes, balloon and gradient vector flow (GVF). First, the basic theory of active contours followed by the numerical implementation is presented. Then, balloon and GVF are also explained followed by the result of the experiments and a discussion.

ACTIVE CONTOURS
Basics
Active contours are influenced by internal forces, image forces, and external constraint forces. The internal forces serve as a smoothness constraint, keeping the contour from discontinuity or bending too much. The image forces are responsible for attracting the snake to the desired boundary, whereas the external constraint forces are the conditions that are set by the users.

The energy functional is represented mathematically by:
\[
E_{\text{snake}}^* = \int_0^1 E_{\text{snake}}(v(s))\,ds = \int_0^1 E_{\text{int}}(v(s)) + E_{\text{image}}(v(s)) + E_{\text{con}}(v(s))\,ds
\]
(1)

Where \( v(s) = [x(s), y(s)] \) is a curve and \( s \in [0, 1] \).

- The first term of equation Eq. 1 represents the internal energy responsible for the smoothness and deformation of the contour and is expressed as:
  \[
  E_{\text{int}} = \alpha |v_x'(s)|^2 + \beta |v_y'(s)|^2 / 2
  \]
  If \( \alpha = 0 \), discontinuity happened whereas if \( \beta = 0 \), the snake will develop a corner.

- The second term of Eq. 1 forces the snake to the true edge of the image. Kass et al presents three different energy functionals, i.e. line, edge and termination, which can be expressed as:
  \[
  E_{\text{image}} = w_{\text{line}}E_{\text{line}} + w_{\text{edge}}E_{\text{edge}} + w_{\text{term}}E_{\text{term}}
  \]

- The third term of Eq. 1 comes from external constraints imposed either by a user or some other higher level process which may force the snake toward or away from particular features.

Numerical Implementation
Snake can be implemented numerically in the form of matrix equation:
\[
x_t = (A + \gamma I)^{-1}(x_t + f(x_{t-1}, y_{t-1}))
y_t = (A + \gamma I)^{-1}(y_{t-1} + f(x_{t-1}, y_{t-1}))
\]
(2)
where \( f(x,y) \) and \( f_y(x,y) \) are the first-order differential of the edge magnitude along the x axis.
and $y$ axis respectively, $\gamma$ is a step size and $A$ is a diagonal banded matrix. If a contour is discretised into $S$ points equally spaced by an arc length $h$ and $s \in [1, S]$ then $A$ can be represented as [9]:

$$A = \begin{bmatrix}
    c_1 & d_1 & e_1 & 0 & \cdots & a_s & b_s \\
    b_2 & c_2 & d_2 & e_2 & 0 & \cdots & a_s & b_s \\
    a_3 & b_3 & c_3 & d_3 & e_3 & 0 & \cdots & \cdots & \cdots \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \cdots & \cdots \\
    e_{s-1} & 0 & \cdots & a_{s-1} & b_{s-1} & c_{s-1} & d_{s-1} & e_{s-1} \\
    d_s & e_s & 0 & \cdots & a_s & b_s & c_s & d_s & e_s
\end{bmatrix}$$ (3)

Where:

$$a_s = \frac{\beta_{s+1}}{h^4}$$

$$b_s = \frac{2(\beta_s + \beta_{s+1})}{h^4} - \frac{\alpha_s}{h^2}$$

$$c_s = \frac{\beta_{s+1} + 4\beta_s + \beta_{s-1}}{h^4} + \frac{\alpha_{s+1} + \alpha_s}{h^2}$$

$$d_s = \frac{2(\beta_{s+1} + \beta_s)}{h^4} - \frac{\alpha_{s+1}}{h^2}$$

$$e_s = \frac{\beta_{s+1}}{h^4}$$

For the contour to be converged to the desired edge, an initial contour needs to be placed carefully. This initial contour is then used in Eq. 2 as a start of the deformation. Matrix $A$ can be obtained by using Eq. 3 where the length of $a(s)$ and $\beta(s)$ equal to the length of the initial contour.

The next step is calculating $f(x,y)$ and $f'(x,y)$ to be used in Eq. 2. Let $[px, py]$ be the gradient of the initial contour, then $f(x,y)$ and $f'(x,y)$ can be obtained by using an interpolation of the boundary specified by the matrices $px$ and $py$ respectively.

**ACTIVE CONTOUR MODELS**

The active contour model above is very useful since it maintains the shape as a curve and the final form of the contour can be influenced by feedback from a higher level process. Nevertheless, there are some problems in implementing them. One problem that often appears is the difficulty in determining the initial contour which has an important contribution to the success of the real edges detection. Locating the initial contour in a place that is not close to the original contour will make the snake’s convergence go to the wrong result because it will not be pulled toward the original contour.

Some approaches have been proposed by many researchers to solve this problem. Cohen [6] suggested a method that is called a “balloon”. He claims that the initial contour does not need to be close to the target contour as in the original version of snake. He modifies the original snake by using an inflation force so that the curve reacts like a balloon. The contour will be inflated and pass the weak edges but will be stopped if the edge is strong with respect to the inflation force. This modified image force is presented as

$$k_n(s) = \frac{\nabla P}{\|\nabla P\|}$$

Another effort to solve the problem of initialization and convergences has been performed by Xu et al. [7] by defining a new image force. This image force field, which is called gradient vector flow (GVF) is able to move into boundary concavities and can be initialized in quite a distance from the boundary. They defined the GVF as a vector field $\mathbf{v}(x, y) = (u(x,y), v(x, y))$ that minimizes the energy functional

$$E = \int \mu (u_x^2 + u_y^2 + v_x^2 + v_y^2) + \|\nabla f\|^2 \|\mathbf{v} - \nabla f\|^2 dx dy$$

where $\mu$ is a regularization parameter which should be set according to the amount of noise of the image and $f(x,y)$ is the edge map derived from the image.

**EXPERIMENTAL RESULTS**

In these experiments, the active contours are used to detect abdominal images boundaries. The initial contours are obtained from the boundary of another corresponding abdominal image.

Firstly, experiments were performed on 5 different abdominal CT (Computed Tomography) images and another series of experiments were carried out on 5 different PET (Positron Emission Tomography) images. Table 1 presents the result of these series of experiments by showing the number of iteration needed for the initial contour to be converged to the true boundary for each approach: traditional snake, GVF, and balloon with force weight parameter 0.05 and 0.01. The image size used in the first five experiments are $512 \times 512$ pixels, whereas the image size used in the other five experiments are $128 \times 128$ pixels, which made them converge faster than the previous five experiments.

From Table 1, it can be observed that the GVF approach always reaches the convergence faster than the traditional snake, whereas the results of balloon approach vary. Some experiments also have been done in modifying the parameter of balloon’s force weight. Greater parameter made the contour faster to converge, but in some cases it made the contour...
failed to converge. This will be discussed in the next part.

Table 1.

<table>
<thead>
<tr>
<th>Images to be registered</th>
<th>Number of iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Traditional snake</td>
</tr>
<tr>
<td>CT 1</td>
<td>78</td>
</tr>
<tr>
<td>CT 2</td>
<td>168</td>
</tr>
<tr>
<td>CT 3</td>
<td>230</td>
</tr>
<tr>
<td>CT 4</td>
<td>109</td>
</tr>
<tr>
<td>CT 5</td>
<td>246</td>
</tr>
<tr>
<td>PET 1</td>
<td>18</td>
</tr>
<tr>
<td>PET 2</td>
<td>10</td>
</tr>
<tr>
<td>PET 3</td>
<td>16</td>
</tr>
<tr>
<td>PET 4</td>
<td>18</td>
</tr>
<tr>
<td>PET 5</td>
<td>15</td>
</tr>
</tbody>
</table>

Besides convergence speed, the results between traditional snake, GVF, and balloon approach are comparable. That is because the images used in those experiments are relatively smooth and do not contain a concave shape. The results of the deformed contour for CT 3 in Table 1 are presented in Figure 1. It can be seen that the deformed contours fit perfectly to the true boundary.

Figure 1. Results of The Active Contours After Converged.

DISCUSSION

Balloon

The balloon approach had unpredictable results in some experiments. The balloon method works well if the initial contours positioned inside the true boundaries. However, in some cases we need to place the initial contours outside or even crossing the boundaries. For example, for registering two abdominal images, the initial contours can be obtained from the first stage of the registration, which are usually located crossing the true boundary.

As shown in Table 1, when the pressure parameter is set to a higher value, the contour will converge remarkably quickly. However, for some images (e.g. CT 3 and CT 5 in Table 1), when the initial contours positioned outside the boundaries and the distance is quite far, this model failed to converge, since the initial contours tended to expand rather than shrink to the boundaries.

Figure 2 presents the result of balloon approach for CT 1, CT 3 and CT 5 mentioned in Table 1. The magenta contours are the initial contours, the yellow contours are the target boundaries, and the blue contours are the deformed contours after they reached convergence, or after the 500th iteration. Note that in Figure 2(a), the blue contour fits the yellow contour since the initial contour can converge well to the target boundary.

The contours in Figure 3 are derived from the images in Figure 2, to ease the analysis. It can be seen from Figure 3 that the contour will converge perfectly when the initial contour is not too far from the target boundary, eventhough the initial contour positions outside the target boundary. When the initial contour positions inside the target boundary, it will still converge well even though the distance is far, because of the expanding behavior of the balloon approach.
If the pressure parameter is set to a lower value, the contour will have behavior that is similar to the traditional snakes, because the expanding force is relatively small. Hence, the choices of the parameters are very important to obtain a good performance and results.

**GVF**

Compared to the traditional approach, the GVF approach is proven to converge relatively faster. This is caused by the external force employed by the GVF that make the capture range of the active contours bigger. In term of the results produced, both traditional snake and GVF have comparable results, since the abdominal images are relatively smooth and convex (see Figure 1). One of the superiorities of the GVF approach compared to the traditional snake is...
that GVF encourages convergence to boundary concavities. This cannot be shown by abdominal images.

The behavior of the GVF approach that is able to converge to boundary concavity can be explained from the Euler equations used to find the GVF field. These Euler equations are:

\[ \mu \nabla^2 u - (u - f_x)(f_x^2 + f_y^2) = 0 \]

\[ \mu \nabla^2 v - (v - f_y)(f_x^2 + f_y^2) = 0 \]

where \( \nabla^2 \) is the Laplacian operator, \( f(x, y) \) is the edge map derived from the image \( I(x, y) \), and \( v(x, y) = (u(x, y), v(x, y)) \) is the vector field. When \( I(x, y) \) is constant, then the gradient of \( f(x, y) \) is zero, which means \( u \) and \( v \) are determined by Laplace’s equation. As a result, the gradient vector field is interpolated from the region’s boundary [7].

CONCLUSION

Some experiments on different active contour approaches, including traditional snake, GVF, and balloon, have been done to compare the performance of each approach. The GVF always perform with faster active contour procedures, compared to traditional snake. Balloon methods sometimes can perform the fastest procedure compared to other approaches. However, the results are somehow unpredictable.
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